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Abstract

Reliable reservoir performance forecasts with as little uncertainty as possible are key information for optimal reservoir management tasks. These production forecasts are directly related to the reservoir size and internal porous media properties. There is a need for improved techniques for production data integration to construct realistic reservoir models by using geostatistical techniques. 

A methodology is proposed that integrates production data into reservoir models by the local updating of porosity and permeability fields. The focus is on conditioning a proposed initial model to injection/production rate and pressure history in an iterative fashion. For each pass, a perturbation location is selected and master point locations are defined and used as reference to calculate the pressure and flow rate sensitivity coefficients subject to changes in porosity and permeability. The optimal changes of porosity and permeability at the master point locations are propagated to the whole grid by kriging. Integrating flow simulation and kriging algorithms within an optimization process constitutes the proposed methodology.

This method makes it possible to condition the permeability/porosity distributions to injection/production rate and pressure history data from large reservoirs with complex heterogeneities and changes of well system with time. A field case application demonstrates that the proposed methodology is efficient and practical for large reservoir models.

Introduction
Many people are working on production data integration and several methods have been proposed. However, there is a challenge to condition reservoir property models to production data for large scale fields accounting for realistic field conditions. Direct calculation schemes are avoided considering that they are often limited to 2-D single-phase flow. Stochastic approaches such as simulated annealing or genetic algorithms require a lot of simulation runs, making them practically unfeasible for large scale application.(1,)(2)(3) Algorithms and software for production data integration based on hydrogeological developments such as sequential self calibration and pilot point methods have not proven applicable in complex reservoir settings with multiphase flow, 3-D structure and changing well conditions.(4) Streamline simulation based methods suffer the same limitations although some papers show that it has been used in large reservoirs.(5) The convergence of results for gradual deformation methods is very slow so that lots of iterations are needed for large 3-D models (6)(7). 
All the production data integration methods relay on flow simulation. Streamline simulation is commonly proposed as a solution to be used in large 3-D reservoir models due to its computational efficiency and analytical sensitivity coefficient calculation. However, the simplification of streamline simulation may promote computational efficiency at the expenses of accuracy reduction in cases of high heterogeneity with multiphase flow, 3-D structure and changing well conditions.
There is a need for a novel computational efficient production data integration method that can be used in large complex 3-D reservoir models with many wells and long production and injection history. 

Basic Idea and General Procedure of the Proposed Methodology

Our basic idea consists on the numerical calculation of the sensitivity coefficients on the basis of two flow simulations – an initial base case and a single sensitivity case. With this, we substitute the difficult analytical calculation of the sensitivity coefficients by a simpler algorithm. The approximate sensitivity coefficients are then used to locally update the property models. The procedure is iterated until the results are satisfied or can not be improved. A flowchart of the proposed methodology is shown in Figure 1 and the overall procedure can be summarized as follows:
At first, select an initial conditional geostatistical realization as base model that reproduces all of the static data possible and run a flow simulation with the base model.
Then consider the following outer optimization loop:

· Calculate the mismatch in pressure and fractional flow rates between the simulation results and the historical data;
· Choose a location to perturb based on the local mismatch at well locations – areas with greater mismatch are given a greater probability of being chosen for perturbation;
· Perturb the permeability (or porosity) – either by +1.5 or –1.5 standard deviations since there is no use in making too small of a change;
· Propagate the change to all locations in the grid system, which really means the locations within the range of correlation of the changed value. The perturbation location and range may change with iteration;
· Create perturbed model;
· Run a second flow simulation with the perturbed model and calculate the numerical sensitivity coefficients; care is taken to set any noisy or potentially erroneous values to zero;
· Calculate optimal changes to reservoir properties at master point locations and propagate to the entire grid system;
· Run another flow simulation to establish a new base case.
Repeat the optimization loop until the results are satisfied or can not be improved
All the simulation runs involved in the production data integration methodology developed in this work are performed using the ECLIPSE flow simulator(8). This allows us to consider complex reservoir model geometry and heterogeneity as well as realistic well scheduling.
Technical Details of the Proposed Methodology

This methodology can be used for integrating production data into geostatistical reservoir property models, i.e., porosity model and permeability models. The base porosity and permeability models are built by geostatistical technology based on geological information and all other available static data like core data/well logs as well as seismic data. These base models are expected to be adjusted with respect to pore volume and permeability in the area with wells by application of the proposed methodology in order to reproduce production data through flow simulation.

The detailed explanation of the main steps of the methodology developed in this work is as follows.
Information Preparation
History data of well bottom-hole pressure and fractional flow rate measurements at all well locations are known and can be defined as:

pw,t, for w =1, 2,···, nw and t =1, 2,···, nw,p
qw,t, for w =1, 2,···, nw and t =1, 2,···, nw,q
Of course, not all wells have available observed pressure and fractional flow rate values at the same time. The following relationships may exist:
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                  for i, j =1, 2,···, nw  and j ≠ i
If np and nq represent the number of available observation points of pressure and fractional flow rate, respectively, they are obtained by:
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But often:                                                  
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for w =1, 2,···, nw
Base Model Selection
At this stage, a conditional geostatistical realization which is integrated to all available static data possible is selected as base model for the application of the new methodology. This provides porosity and permeability at all locations:

0(ug) , Kh0 (ug), Kv0(ug), for g=1, 2,···, N

Step 1: Flow Simulation Run with Base Model 
Here the objective is to run the flow simulator (ECLIPSE) in history matching mode to establish the pressure and fractional flow rate at all well locations for all time corresponding to the history data:

p0w, t, for w =1, 2,···, nw and t =1, 2,···, nw,p
q0w, t, for w=1, 2,···, nw and t =1, 2,···, nw,q
Step 2: Base Case Mismatch Analysis
Considering that different wells may have different weights in the development based on their importance and available data, βw is used to set different weights to each well by any reasonable weighting approach. 

In order to take into account the accuracy and relative importance of the various different observed data points, λw,p,t and λw,q,t are used to set weights to each pressure data and fractional flow rates, respectively.

The measurements of mismatch in pressure and fractional flow rate are defined as:
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For the base case:
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Mismatch in pressure and fractional flow rates for each well can be calculated by:
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                            for w =1, 2,···, nw

The global mismatch parameters for the reservoir and each well are introduced by considering ∆P0 and ∆Q0 as global scaling factors:
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            for w =1, 2,···, nw
where wp+wq=2.

For the base model, ∆0=1.
Step 3: Selection of One Perturbation Location 

Here, one location u(is) with high mismatch is selected as a perturbation location in a 2-D map constructed based on the global mismatch at each well. This location should be in the area with active wells. Well locations or other locations with high mismatch can be the candidate locations for perturbation. Well locations are sure to be active cells. Porosity at the other locations needs to be checked for values larger then 0.05 in order to guarantee a cell which is active. The index is needs to be converted into index in x direction and index in y direction (isx, isy).

Step 4: Determination of a Perturbation Value at the Selected Location and Propagation to the Entire Grid System

The purpose of this step is to generate a perturbation of porosity or permeability.
Firstly, perturbation factor at the perturbation location is set to 1.5 or 0.5. Factors of all grid blocks are generated by kriging using the known factor at the perturbation location as hard data:

f (ug), for g =1, 2,··· , N 

Secondly, the change of properties are calculated by the following formulas:
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for g =1, 2,···, N
Step 5: Property Models Construction
Perturbed property models are created by:
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for g =1, 2, ···, N

Step 6: Flow Simulation Run with the Perturbation Models

At this stage a new flow simulation run is executed based on the perturbation models created in Step 5 and a new set of perturbed pressure and fractional flow rates at all wells at the time corresponding to the observed data is obtained:
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Step 7: Sensitivity Coefficients Calculation and Optimization of the Perturbation at Master Point Locations

Parameters used to measure the change of mismatch are introduced as:
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where, ∆2i is the objective function that can be used to obtain optimal values of ∆(um) , ∆Kh (um) and ∆Kv(um) at all master point locations.
Based on the property change along the vertical direction, nm grid blocks in vertical direction at the selected perturbation location are selected as master point locations: 

um, for m=1, 2,···,nm
      The pressure and fractional flow rates are only available at well locations.  The master point locations are used for the optimization and changed between the iterations because the perturbation locations are changed between iterations.

The sensitivity coefficients at each master point location and each time step corresponding to the observed data are calculated by the following formula:
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for w =1, 2,···, nw,  t =1, 2,···, nw,p and m =1, 2,···, nm
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for w =1, 2,···, nw,  t =1, 2,···, nw,q and m =1, 2,···, nm
The new pressure and rate can be calculated from a linearization formula by assuming the independent changes of the properties:
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 for all pressure observations
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 for all fractional flow rate observations

The objective function, global mismatch of the reservoir, can be calculated by:
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···································(33)

When the property changes are considered independently, e.g., ∆Kh(um) and ∆Kv (um) are thought as zeros when ∆ (um) is considered: 
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for m=1, 2,···, nm and all observation values

The objective function is obtained by substituting poptw,t and qoptw,t in Equation (33) by poptw,t,, qoptw,t, from Equations (34) and (35). By minimizing the objective function the optimal perturbation of property at all master point locations can be obtained:

∆ *(um), for m=1, 2, …, nm

By same procedure, based on the formulas:
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for m=1, 2,···, nm and all observation values

The optimal perturbation values of permeability at all master point locations can be obtained:

∆Kh*(um), ∆Kv*(um),  for m=1, 2,···, nm

Optimal values, ∆(um), ∆Kh*(um) and ∆Kv*(um), can be converted into optimal factors:
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for m =1, 2,···, nm
Step 8: Creation of a New Set of Porosity and Permeability for the New Iteration

At first, factors of all grids are generated by kriging using the nm known factors from optimization at master point locations from Step 7:
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The factors will change between iterations.

Then porosity and permeability for the next iteration are calculated by: 
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  for g =1, 2, …, N

Step 9: Flow Simulation Run with the Updated Property Model

A flow simulation is executed with the property models obtained from Equations (43), (44) and (45) and new simulation results of well bottom-hole pressure and fractional flow rates at all well locations are obtained:
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Step 10: Calculation of the Mismatch of the Updated Model

The mismatch in pressure and fractional flow rates as well as the global mismatch is calculated. If the global mismatch or mismatch at any well is larger than a tolerance, go back to Step 3 until global mismatch and the mismatch at all wells are small enough or can not be improved. 

Some Implementation Aspects
There are some implementation aspects related to the proposed methodology:

The base model should be a geostatistical realization conditional to all available static data, e.g., core data/well logs, seismic, etc. 

The fractional flow rate in the methodology may be different for different well control options in flow simulation. For the case of liquid rate control, oil production rate can be selected as the fractional flow rate. 

The perturbation location should be set near the well with  high mismatch and can be set at the well location. This is because the average property in the grid block where the wells are may not be equal to the values exactly at well locations. The general principle is to select the location with the highest mismatch as the perturbation location. However, if one perturbation location has been selected more than two times in one region, another location should be selected despite the fact that the well in this region still has the largest mismatch. This is because in some cases, there is no greater probability to improve the mismatch in this region compared to others so that the opportunity should be given to other locations seeking for method efficiency. After all regions with high mismatch have been perturbed for one or two times and the mismatch is not satisfied, the procedure may be repeated starting at the region with the highest mismatch again.
The factor value at the selected location has little effect on the final convergence level of the results. However, suitable perturbation factor can accelerate the convergence of the results, i.e., less number of flow simulations is needed. This is done by selecting a suitable perturbation factor in order to get a reduced mismatch for the perturbation model at first iteration and then, using the perturbation model as the foundation model to perform the optimization. Setting the perturbation factor as 1.5 or 0.5 depends on the stratification and wetting situation of the reservoir. In case that the reservoir is water-wet, stratified and the simulation is liquid rate control, when the simulated oil rates are higher than history data at the well nearest to the perturbation location, the factor of 1.5 at the perturbation location is suitable; if the simulated oil rate values are lower than history data at the well nearest to the perturbation location, the factor of 0.5 at perturbation location is adequate. This is because increasing permeability around a well can increase the water production rate at the well.

The range of perturbation should not be too large or too small for the local updating: half to one and a half well space showed to be quite adequate for the cases investigated in this work.

The weights, βw, λw,p,t and λw,q,t, can be set to any suitable values in order to take account for the accuracy and relative importance of the various different observed data points. 

The flow simulation in the methodology can use finite difference method or streamline method depending on the available software and on reservoir characteristics. Finite difference method is recommended but streamline method can be applied in case that finite difference method requires too much time to be practical.

Using information from earlier runs is a more efficient method to compute the sensitivity coefficients. However, in our method, sensitivity coefficients are calculated based on two simulations at each iteration: one is the simulation with the foundation model and another is the simulation with the perturbed model. This is a more reliable way to get accurate sensitivity coefficients in the application of the method because sensitivity coefficients change with perturbation location and perturbation range, which are two parameters that are changed between iterations. 

This methodology assumes that the all parameter settings except property models are reliable and tries to create the porosity and permeability models with the lowest mismatch between the observed data and simulation results. Therefore, this methodology may not get a 100% perfect match between the observed data and simulation results, especially for well bottom-hole pressure.  With the reservoir model created by the proposed method, changing well production index, skin factor or transmissibility factor suitably can reduce mismatch in pressure and global mismatch considering that well conditions may be changed by stimulation work.
Example of Application
The method developed in this work was used in a reservoir currently with 9 active wells, in which 3 wells were converted into injectors and two wells were shut-in during four new wells were drilled and put into production. 
Considerations

 ECLIPSE was the reservoir simulator used for the simulation runs. There are half million grid blocks in the flow simulation model and the liquid production rate and water injection rate are two input parameters. In order to reduce computational work, the quarter averaged oil production rate is selected as the fractional flow rate parameter in this example of application. 
The perturbation location is selected in 2-D map of the reservoir, shown in Figure 2. Since there are only 9 active wells in the reservoir, at each iteration, only one perturbation location is selected. The use of one perturbation location proved to be efficient for handling this problem.

The weights for pressure and fractional flow rate were thought to be same so that wp = wq =1.

The weight for mismatch for one well, βw, was obtained from the ratio of the total working time of the well of interest over the sum of the working time of all wells. In the processing, the working time for producers is their production time but for the wells that were producer at first and then converted into injectors working time is the sum of production time and injection time.
Weights for observed rate at each well, λw,q,t, can be set to any values based on the importance of the data. In the application, all the observed oil production data are equally weighted.
Weights for observed well bottom-hole pressure data at one well, λw,p,t, can be set to any values based on the importance of the data, too. In the application, the weights are obtained by the ratio of “effective time” of each observed datum against the total “effective” time of all data at that well. It is a kind of time “declustering” method that tries to give low weights to the data with high density.
Aiming at reducing the number of simulation runs, an accelerated process is used: a suitable perturbation factor in order to reduce the mismatch for the perturbation model is selected; and then the perturbation model is used as the foundation model to do the optimization. Considering that the reservoir is water-wet, stratified and the simulation is liquid rate control, the increase of permeability in a region around a producer tends to increase the water production rate and decrease the oil production rate at the well in case that the well is connected to an injector. Therefore, if the simulated oil rate is higher than the history data at the well nearest to the perturbation location, the factor at perturbation location is set to 1.5; if the simulated oil rate values are lower than the history data at the well nearest to the perturbation location, the factor at perturbation location is set to 0.5.  
Results

The results of mismatch change with iterations are shown in Figure 3 and Table 1. It can be seen that the global mismatch of the reservoir decreases with iterations. Mismatch in pressure and fractional rate of the reservoir were reduced simultaneously with iterations. After the sixth iteration, the mismatch in oil production rate from simulation results of the updated model decreased 77.70% of the results from the base model, the mismatch in pressure decreased 26.21% and the global mismatch decreased 51.96%. The methodology reduced the mismatch in fractional flow rates of the reservoir much more than that in pressure.  

There are close relationships between wells so that it is difficult to improve mismatch at all wells at all times. This can be seen by comparing global mismatch at each well shown in Table 2. Some changes at perturbation locations may make some wells match better but make others match worse. This is because increasing permeability around a well tends to increase the water rate at the well but decrease water rate at adjacent wells because the water injection rate at the injector is fixed in the ECLIPSE model. Only the global mismatch at Wells 3 and 9 in the updated model is worse than that in the base model, but the mismatch at the two wells is really small.

The comparison of pressure curves for the four wells with large global mismatch between the base models and the updated models after the sixth iteration are shown in Figure 4. It is hard to see the difference between the two models for the other five well due to small values of global mismatch. It can be seen that the mismatch in oil rates at wells for the updated models is better than the base models. The match in pressure at Well 8  for the updated models after the sixth iteration is worse than the base models. This is because stimulation work was performed at the well around 6,000 days, which make the skin factor or well production index change but they were kept fixed in the ECLIPSE model. 
Sensitivity Study

The proposed methodology was applied to two sets of property models and schedule file with different well condition parameter settings such as well production index settings. Let us use A and B to distinguish between them. The results of mismatch change are shown in Figure 5. It can be seen that mismatch results from simulations of different property models with the same schedule files can converge to very close mismatch values after our methodology was applied. Therefore, the proposed method can build property models corresponding to the similar global mismatch from different original realizations when the schedule file and other parameter settings are the same. This also means that the mismatch for the worse original model could be more improved, but maybe more iterations are required. It also can be seen that mismatch results from simulations of the same property models with the different schedule files converge to different mismatch levels after our methodology was applied, which means well condition settings in schedule file play a very important role in history matching.
Conclusion

A new method that integrates production data into reservoir models by the local updating of porosity and permeability fields is proposed in this paper. This method combines flow simulation and kriging algorithms together with an optimal technology in order to use less number of flow simulations for conditioning a proposed initial model to fractional flow rate and pressure history by an iterative scheme with simultaneously calculated numerical sensitivity coefficients. A perturbation location is selected based on the mismatch at each well and some master point locations are used as reference positions to calculate the pressure and fractional flow rate sensitivity coefficients subject to changes in porosity and permeability. The optimal changes of porosity and permeability at the master point locations are obtained by minimizing the global mismatch related to reservoir responses of pressure and fractional flow rates calculated by linearized formulas on property change, and then are propagated to the whole grid system by kriging. 

The application shows that the method can be used in large reservoirs with complex heterogeneities and well production/injection scheduling. The global mismatch of the reservoir corresponding to the updated models decreases with iterations. Sensitivity study shows that the proposed method can build property models corresponding to similar final global mismatch when starting from different original realizations when the schedule file and other parameter settings are kept the same. 
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Nomenclature

	f
	=
	factor of property change, dimensionless

	is
	=
	index of perturbation grid block , is 
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Figure 1
	=
	horizontal permeability at location ug, mD 
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	=
	horizontal permeability at location ug in the perturbed model, mD
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	=
	vertical permeability at location ug, md  
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	=
	vertical permeability at location ug in the perturbed model, mD

	m
	=
	index of master point locations, m =1, 2, …, nm

	N
	=
	number of cells in grid system

	nm
	=
	number of master point locations

	np
	=
	number of available observed pressure data

	nq
	=
	number of available observed fractional flow rate data

	nw
	=
	number of wells

	nw,p
	=
	number of available observed pressure data for the well with index w

	nw,q
	=
	number of available observed fractional flow rate data for the well with index w

	pw,t
	=
	observed well bottom-hole pressure, bar
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	=
	pressure from simulation with the perturbed model, bar

	qw,t
	=
	observed fractional flow rate, m3/d
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q


	=
	fractional flow rate from simulation with the perturbed model, m3/d

	SP
	=
	sensitivity coefficients on pressure 

	SQ
	=
	sensitivity coefficients on fractional flow rate

	t
	=
	index for time corresponding to the observed data

	u
	=
	location

	w
	=
	well index 

	wp
	=
	weight of mismatch in pressure, dimensionless

	wq
	=
	weight of mismatch in fractional flow rate, dimensionless 

	βw
	=
	the weight for the well with index w, dimensionless

	
[image: image63.wmf]()

g

f

u


	=
	porosity at location ug , dimensionless
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	=
	porosity at location ug in the perturbation model, dimensionless

	λw,p,t
	=
	weight for the tth observed pressure data at well w, dimensionless

	λw,q,t
	=
	weight for the tth observed fractional flow dimensionless rate measured at well w, 
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	=
	change  of  porosity  at  location  ug  for  the  dimensionless perturbed model, 
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	=
	change of horizontal permeability at location ug for the perturbed model, md
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	=
	change of vertical permeability at location ug for the perturbed model, md

	
[image: image68.wmf]P

D


	=
	mismatch in pressure of the reservoir, bar2
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	=
	mismatch in pressure at the well with the index w, bar2
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	=
	mismatch in fractional flow rate of the reservoir, (m3/d)2
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	=
	mismatch in fractional flow rate at the well with the index w, (m3/d)2

	 ∆
	=
	global mismatch of the reservoir, dimensionless

	 ∆w
	=
	global mismatch for the well with index w, dimensionless 

	 ∆2
	=
	change of global mismatch for the reservoir, dimensionless  
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	=
	change of mismatch in pressure of the reservoir, dimensionless
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	=
	change of mismatch in fractional flow rate of the reservoir, dimensionless

	Superscripts
	

	 0
	=
	base model

	 i
	=
	iteration number

	opt
	=
	calculated by sensitivity coefficients

	*
	=
	optimal values corresponding to the lowest mismatch calculated by sensitivity coefficients
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